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Abstract 
Humans make around 35,000 daily decisions, ranging from simple, routine choices to more complex, high-
stakes ones (Pignatiello et al., 2020). In cybersecurity situations, decision-making accuracy is paramount, 
and emotions must be minimized to ensure objective choices are made (Korteling et al., 2023). Poor 
cybersecurity decision-making can have significant consequences, such as failure to protect sensitive data, 
prevent cyberattacks, or quickly respond to security incidents (Fischhoff & Broomell, 2020). The following 
qualitative study explored how these decision-making capabilities manifest in the cyber risk rating of third-
party vendors, particularly under the influence of cognitive biases. The findings suggest that these 
cognitive biases can significantly impact the effectiveness of cybersecurity risk management. The study 
emphasizes the importance of addressing these biases to improve decision-making processes, suggesting 
that more objective and consistent evaluation methods could enhance the cybersecurity field's 
effectiveness and resilience. 
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Deciphering the Supply Chain Chessboard: The Science of Decision-Making in Risk Management 
 

The SolarWinds cyber-attack of 2020 served as a stark reminder to organizations worldwide of 

the essential nature of their cyber supply chain (Perumannil & Haneef, 2021). The incident was a wake-

up call for many organizations, as they discovered how vulnerable they were to cyber criminals who 

exploited their supply chains. SolarWinds, a leading provider of network monitoring software to 

thousands of organizations across various sectors, was the victim of a massive cyber-attack that 

compromised its software source code. The attackers then distributed the modified code automatically 

to SolarWinds customers, compromising an estimated 18,000 organizations. In the aftermath of the 

attack, nine US governmental agencies confirmed that data exfiltration from their networks had occurred 

(Perumannil & Haneef, 2021). 

The SolarWinds incident highlighted the critical role that third-party vendors play in the cyber 

supply chain and the risks associated with their use. Organizations often rely heavily on third-party 

vendors to provide software and services for daily operations. However, these vendors often have access 

to sensitive data and networks, making them an attractive target for cybercriminals. The SolarWinds 

attack was a stark reminder that organizations must be aware of the risks associated with their supply 

chains and take steps to mitigate them. 

Cognitive biases are pervasive in human decision-making and can significantly impact 

cybersecurity strategies and responses (Melnyk et al., 2022). In the context of supply chain-related 

threats, cognitive biases can be detrimental. Organizations may anchor their trust in a long-standing 

supplier, assuming their products or services are secure (Korteling et al., 2023). Anchoring bias could lead 

to a failure to thoroughly vet the security practices of that supplier, even when evidence suggests 

vulnerabilities or risks. Moreover, confirmation bias might make organizations reluctant to acknowledge 

potential security flaws in their supply chain (Korteling et al., 2023). Bias may lead to delayed action and 

increased exposure to threats like supply chain attacks, where malicious actors compromise a trusted 

supplier to infiltrate a target organization. 

Study Problem 

The problem addressed by this study is that cognitive bias in human decision-making leads to 

inconsistent and unreliable cybersecurity risk assessment results regarding potential third-party vendors, 

which results in poor decision-making (Carmichael, 2020; Cheung et al., 2021; Kahneman et al., 2021; 

McAlaney & Benson, 2020; van Schaik et al., 2020). Ganin et al. (2020) found that most organizations have 

a weak risk management foundation or lack appropriate processes, with much of the weakness attributed 

to the fast-changing nature of cybersecurity. However, there is value in exploring which cognitive biases 

and heuristics may contribute most to the deficiency (Kahneman et al., 2021; Rastogi et al., 2022). 

Study Purpose 

This qualitative exploratory study aimed to identify the cognitive biases in human decision-making 

most exhibited by cybersecurity professionals when providing risk ratings of potential third-party vendors. 

Fundamental concepts of decision theory, cognitive bias, and heuristics were used to frame and explore 

the decision-making process. The research methodology for the study was qualitative, using an interview-

based data collection technique. 
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Qualitative methods were the most effective for collecting data about human decision-making 

(Ponto, 2015). 

Research Question 

The current qualitative exploratory study sought to identify the cognitive biases in human 

decision-making cybersecurity professionals exhibited when providing risk ratings of potential third-party 

vendors. Terrell (2022) explains that research questions should derive from the purpose statement, be 

clear and focused, be answerable through data analysis, have significance, and have a scope that can be 

handled in the time allotted. The research question met the characteristics outlined by Terrell. It was 

specifically worded to avoid bias or assumptions regarding the answer. 

 

Q1 

Which cognitive biases are most exhibited by cybersecurity professionals when providing risk ratings of 

potential third-party vendors? 

Significance of the Study 

The modern-day digital ecosystem is rife with security challenges that necessitate an accurate 

assessment of risks associated with third-party vendors (Berry, 2023; Boyson et al., 2021; Cybersecurity 

and Infrastructure Security Agency & National Institute of Standards and Technology, 2021; Eggers, 2021; 

Korolov, 2020; Kshetri, 2022; Pournader et al., 2020; Wolff et al., 2021). The current study extended a 

foundational idea from physics known as the observer effect, which posits that observation alters the 

observed phenomenon (Murphy, 2021). Analogously, awareness of the cognitive biases of cybersecurity 

professionals could prevent skewing risk assessment outcomes (Cains et al., 2022; Dror, 2020; White, 

2023). By identifying and categorizing these biases, the study aimed to foster a transformation in how 

risk-based decisions are conceived and executed. 

An extensive body of literature underscores the criticality of accurate risk assessment in 

cybersecurity, which is the bedrock for making informed decisions on vendor engagement  (Fielder et al., 

2018; Fleischman et al., 2023; Frietzsche, 2019; Joint Task Force Transformation Initiative, 2012; Wangen 

et al., 2017). Various scholars have spotlighted the human element as a potential weak link in 

cybersecurity, with cognitive biases being a significant concern (McAlaney & Benson, 2020). For instance, 

Tversky and Kahneman's (1974) seminal work on heuristics and biases explains how inherent biases could 

sway human judgment. A notion further extrapolated to the cybersecurity domain by contemporary 

researchers (Alnifie & Kim, 2023; Arellano et al., 2023; Berthet, 2021; Carmichael, 2020; Ceric & Holland, 

2019; Dror, 2020; Johnson et al., 2020; Johnson et al., 2021; Kahneman et al., 2019; Korteling & Toet, 

2022; Korteling et al., 2023; Monteiro et al., 2020; Rastogi et al., 2022; White, 2023; Yoon et al., 2021; 

Zhang et al., 2022). 

Moreover, recent studies have explored the detrimental impact of cognitive biases on 

cybersecurity practices, emphasizing the necessity of objective risk assessment frameworks (McAlaney & 

Benson, 2020). Additionally, the literature suggests leveraging psychological principles to enhance 

cybersecurity measures, which aligns with the study's objective of applying the observer effect to 

understand and rectify biased risk assessments (Alnifie & Kim, 2023; Arellano et al., 2023; Berthet, 2021; 
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Carmichael, 2020; Ceric & Holland, 2019; Dror, 2020; Johnson et al., 2020; Johnson et al., 2021; Kahneman 

et al., 2019; Korteling & Toet, 2022; Korteling et al., 2023; Monteiro et al., 2020; Rastogi et al., 2022; 

White, 2023; Yoon et al., 2021; Zhang et al., 2022). 

The existing literature served as a platform to argue for the significance of the current research 

study. It is clear from the literature that cognitive biases challenge the objectivity of risk assessments in 

cybersecurity. The present study endeavored to unearth these biases and holds substantial promise in 

enhancing the risk assessment process. By spotlighting the deviations from objective, risk-based 

rationales in decision-making, the research could result in a paradigm shift related to how cybersecurity 

professionals approach risk assessments of third-party vendors. 

Review of the Literature 

Cognitive Neuroscience 

Cognitive neuroscience is an interdisciplinary field that explores the underpinnings of neural 

processes and the role of the brain in mental functions (Li, 2023). The field blends the principles of 

psychology, which studies the mind and its processes, with those of neuroscience, which focuses on the 

nervous system. As a result, cognitive neuroscience seeks to understand how activities such as perception, 

memory, and decision-making are rooted in brain activity (Serra, 2021). Decision-making, as a complex 

cognitive function, has been an area of particular interest within cognitive neuroscience. 

Cognitive neuroscience focuses on understanding the brain's role in decision-making by 

identifying specific neural pathways and brain regions activated during these processes (Li, 2023). 

Emotions, past experiences, biases, and external factors often shape our choices (Cains et al., 2022). By 

studying these neural underpinnings, researchers can gain insights into the reasons behind our decisions. 

Understanding the rationale behind decisions helps clarify how various internal and external elements 

influence our choices, providing a more profound comprehension of our decision-making mechanisms 

(Serra, 2021). 

Within cybersecurity, strong decision-making and decision processes are paramount (Alecse, 

2022). Whether it is a system administrator determining the best security protocols or a user deciding 

whether an email is trustworthy, continuous choices impact cybersecurity outcomes. Understanding the 

neural processes that drive these decisions can offer valuable insights (Alecse, 2022). For instance, 

recognizing that specific brain patterns correlate with risky decision-making might allow for better training 

or tools to help counteract these tendencies. 

Just as software can have vulnerabilities, so too can the human mind. Cognitive neuroscience can 

unveil inherent biases or predispositions in decision-making that cyber-attackers might exploit (Cains et 

al., 2022). Phishing attacks, for example, often prey on cognitive biases by creating a sense of urgency or 

leveraging authority. Cybersecurity experts can develop more effective training programs and safeguards 

to protect against these psychological manipulations by understanding the neural basis of such biases 

(Cains et al., 2022). 

In an age where cyber threats continue to evolve and become more sophisticated, integrating 

knowledge from cognitive neuroscience into cybersecurity strategies becomes critical (Andrade et al., 

2022). Organizations can better equip their teams and users to recognize and respond to threats by 

understanding the brain's role in decision-making. Moreover, as cybersecurity increasingly incorporates 
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artificial intelligence and machine learning, insights from cognitive neuroscience might inform the 

development of algorithms that mimic human decision-making processes, leading to more robust and 

adaptive security solutions (Naik et al., 2021). 

Decision Theory 

A key aspect of cognitive neuroscience is rooted in the theories behind how humans make 

decisions (Li, 2023). The discipline is not just a simple study of choice. It delves deeper into how and why 

certain decisions are made over others (Korteling et al., 2023). By understanding the factors and variables 

at play, decision theory aims to equip individuals and organizations with structured methods to arrive at 

optimal choices. The foundations of decision theory can be traced back to three key disciplines: 

probability, statistics, and economics (Serra, 2021). 

Probability aids in understanding the uncertainties tied to decision-making, ensuring that choices 

are not just based on vague assumptions but on quantifiable risks (Serra, 2021). On the other hand, 

statistics allows for data analysis and past trends, giving decision-makers insights into potential outcomes 

and consequences of their choices (Serra, 2021). Finally, economics provides a framework for 

understanding the value and cost of decisions, ensuring that resources are allocated efficiently (Serra, 

2021). Decision theory offers a comprehensive approach to decision-making by synthesizing principles 

from these three domains. 

Decision theory acknowledges that decisions are often made in uncertain environments, with 

incomplete information and competing objectives (Yoon et al., 2021). Thus, methodologies and tools are 

designed to navigate these challenges (Fischhoff & Broomell, 2020). Addressing decision-making 

challenges ensures that choices are informed and aligned with goals and objectives. Whether for 

individuals facing everyday choices or organizations charting their future, decision theory aims to guide 

decision-makers toward better, more informed outcomes (Fischhoff & Broomell, 2020; Yoon et al., 2021). 

System 1 and System 2 Thinking 

System 1 and System 2 thinking represent two distinct modes of decision-making processes in the 

human brain, a dual-process theory that has significantly influenced psychology, behavioral economics, 

and neuroeconomics (Kahneman, 2011; Li, 2023; Serra, 2021; Sharp et al., 2022). System 1 is often 

described as the brain's fast, automatic, intuitive approach, requiring little effort and no sense of voluntary 

control (Kahneman, 2011). For example, when one instantly recognizes a face in a crowd or understands 

simple sentences in one's native language, System 1 is at work. Conversely, System 2 is characterized by 

slower, more deliberate, and more effortful processing, requiring conscious thought and attention 

(Kahneman, 2011). Solving a complex mathematical problem or deciding after careful consideration 

engages System 2 processes. System 2 thinking is associated with the subjective experience of agency, 

choice, and concentration. 

The interplay between these two systems is crucial for understanding human behavior, especially 

in decision-making and judgment (Fischhoff & Broomell, 2020; Kahneman & Frederick, 2005; Kahneman 

et al., 2021; Korteling & Toet, 2022; Korteling et al., 2023; Milkman et al., 2009). System 1 can lead to 

biases and heuristics that influence judgments and decisions in ways that are not always rational or 

optimal (Berthet, 2021). System 2, while capable of correcting these biases, often relies on System 1 for 

initial impressions and judgments, which it may or may not override (Carmichael, 2020). Critics of the 

dual-process theory argue that the distinction between System 1 and System 2 may be too simplistic and 
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that the processes are more interconnected than previously thought (Ketchen Jr. & Craighead, 2022). 

Recent neuroeconomics and cognitive neuroscience research continues to explore the complex 

relationship between these two systems, suggesting that decision-making involves a dynamic interaction 

between automatic and controlled processes rather than a simple dichotomy (Korteling & Toet, 2022; Li, 

2023; Serra, 2021; Sharp et al., 2022). 

Understanding System 1 and System 2 thinking provides insight into human cognition and 

behavior and offers practical implications for various domains, including marketing, policy-making, and 

personal decision-making (Cox, 2023). By recognizing the influence of automatic, intuitive thinking, 

individuals and institutions can design better interventions and strategies to improve decision outcomes 

and behavioral patterns (Arellano et al., 2023). Exploring System 1 and System 2 thinking opens new 

avenues for research and application regarding the complexities of human decision-making (Panda, 2022). 

The existing literature emphasizes the need for a nuanced approach to analyzing behavior that accounts 

for both the automaticity of human cognition and the deliberative processes that can override or modify 

instinctual responses. 

Cognitive Bias 

Cognitive biases, deeply ingrained in human psychology, significantly influence our decision-

making processes (Berthet, 2021; Ceric & Holland, 2019; Deniz, 2020; Dror, 2020; Kahneman et al., 2019; 

Korteling et al., 2023). Defined succinctly, cognitive bias is a systematic pattern of deviation from norm or 

rationality in judgment (Dror, 2020). These biases often divert individuals from logical or normative 

reasoning, leading them to make judgments that may not always align with objective reality. Pioneers in 

the study of these biases, Amos Tversky and Daniel Kahneman (1974), made groundbreaking 

contributions to the understanding of this phenomenon. Their seminal work highlighted humans' frequent 

deviations from statistical reasoning when faced with decisions ). Through a series of innovative 

experiments, they demonstrated that individuals often resort to heuristics or mental shortcuts. While 

these heuristics can be efficient, they can also result in systematic errors or biases. 

The availability bias is one of the most notable biases they identified (Tversky & Kahneman, 1974). 

Availability bias causes individuals to estimate the likelihood of an event based on how easily examples 

come to mind (Korteling & Toet, 2022). However, this often leads to miscalculations of actual probabilities, 

as the most memorable events are not always the most common. Tversky and Kahneman's research 

illuminated various cognitive biases, such as anchoring, which is influenced by initial information when 

making subsequent judgments (Tversky & Kahneman, 1974). Another bias they identified is confirmation 

bias, where individuals tend to favor information that aligns with their pre-existing beliefs (Korteling & 

Toet, 2022). They also highlighted the representativeness heuristic, where people assess probabilities by 

comparing events to known prototypes (Tversky & Kahneman, 1974). 

While Tversky and Kahneman laid the foundation for understanding these biases, exploring this 

subject did not end with them. The works of Berthet, Ceric, Deniz, Dror, Ganin, and many others have 

expanded on this foundational knowledge, each contributing unique insights and perspectives (Berthet, 

2021; Ceric & Holland, 2019; Deniz, 2020; Dror, 2020; Ganin et al., 2020). Their pioneering work acted as 

a catalyst, inspiring much subsequent research. Scholars and researchers delved deeper into the intricate 

manifestations of cognitive biases, seeking to understand their origins, impacts, and potential strategies 

for mitigation. 
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In recent years, the study of cognitive biases has taken a new turn with the integration of 

emerging technologies and the rise of big data (Alghamdi & Al-Baity, 2022; Belhadi et al., 2021; Booch et 

al., 2021; Deiva Ganesh & Kalpana, 2022; Lee & Mangalaraj, 2022; Maheshwari et al., 2020; Naik et al., 

2021; Toorajipour et al., 2021). These advancements offer fresh avenues to dissect and comprehend the 

intricate interplay of cognitive biases in human decision-making. Researchers like Balayn, Cox, Jarjoui, Lee, 

and Mitchell have explored how technology can both exacerbate and mitigate the effects of these biases 

(Balayn et al., 2021; Cox, 2023; Jarjoui & Murimi, 2021; Lee & Mangalaraj, 2022; Mitchell, 2022). For 

instance, while algorithms can perpetuate biases present in their training data, they can also be designed 

to identify and correct for these biases, offering a more objective perspective (Baer, 2019; Binns, 2022; 

Burton et al., 2019; Creel & Hellman, 2022; Cucu et al., 2019; Miles, 2021). 

Anchoring bias is a particularly intriguing cognitive pitfall where individuals heavily rely on the first 

piece of information they encounter (the "anchor") when making decisions (Johnson et al., 2020). For 

instance, when negotiating a price, the first number mentioned often becomes the reference point, 

influencing subsequent discussions regardless of its relevance. Pricing bias can lead to suboptimal 

decisions, as individuals may not adjust sufficiently away from this anchor, even when presented with 

more accurate or relevant information. 

Availability bias and confirmation bias often work hand-in-hand. The former refers to the 

tendency of individuals to base their judgments on readily available or recent information, often 

overlooking comprehensive data (Johnson et al., 2020). The first biases can lead to skewed perceptions, 

especially in a world saturated with information where the most dramatic or sensational events are 

remembered. On the other hand, confirmation bias is the inclination to seek, interpret, and remember 

information in a way that confirms one's pre-existing beliefs (Johnson et al., 2020). The second bias can 

create a feedback loop, where individuals become more entrenched in their views, disregarding evidence 

to the contrary. The Sunk Cost Bias further complicates decision-making, as individuals continue a 

behavior or endeavor based on previously invested resources (time, money, or effort), even if it is no 

longer beneficial (Johnson et al., 2020). Sunk cost bias can lead to irrational decisions, as past investments 

should not influence current choices. 

Several other biases also play pivotal roles in shaping human judgment. The Peltzman Effect 

describes where people might take more significant risks when they perceive increased safety measures 

(White, 2023). Anecdotal evidence bias makes individuals prioritize personal experiences or isolated 

examples over extensive data or statistical evidence (Fleischman et al., 2023). Omission bias judges 

harmful actions worse than equally harmful inactions (Berthet, 2021). Overconfidence bias makes 

individuals overestimate their knowledge or abilities while framing bias refers to being influenced by the 

way information is presented rather than the information itself (Berthet, 2021; Zhang et al., 2022). 

Optimism bias leads people to believe they are less likely to experience adverse events compared to 

others (Alnifie & Kim, 2023). Lastly, the self-serving bias is the habit of attributing positive events to one's 

character but attributing adverse events to external factors (Carmichael, 2020). These biases paint a 

picture of the intricate web of cognitive shortcuts and pitfalls that influence human decision-making, 

emphasizing the importance of awareness and critical thinking in our daily choices. 
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Heuristics 

Heuristics, often called mental shortcuts, are humans' innate cognitive tools to simplify daily 

decisions (Andrade et al., 2022; Simon, 1955). These strategies have evolved, allowing our ancestors to 

make quick judgments in environments where rapid decision-making was crucial for survival (Fischhoff & 

Broomell, 2020). In the modern world, heuristics help individuals cut through the overwhelming influx of 

information, enabling them to process and react without being paralyzed by analysis. By reducing the 

cognitive load, heuristics allow the brain to function more efficiently, reserving its resources for other 

essential tasks. 

However, the use of heuristics is not without its pitfalls. While they expedite decision-making, 

they can also introduce cognitive biases, leading individuals astray from objective or rational choices 

(Fischhoff, 2003). A classic example is the representativeness heuristic, where individuals assess 

probabilities based on how much a situation resembles a prototype in their minds (White, 2023). While 

this can be useful in some scenarios, it often results in overconfidence, causing individuals to overlook 

other crucial factors. Another heuristic, the availability heuristic, influences judgments based on the ease 

with which examples or memories can be recalled (White, 2023). Availability bias can lead to skewed 

perceptions, especially in a media-saturated world where dramatic or recent events are more easily 

remembered than statistical norms. 

The intricate relationship between heuristics and biases underscores a fundamental aspect of 

human cognition: the trade-off between efficiency and accuracy (M'Manga, 2020). On one hand, 

heuristics enable the brain to process information swiftly, ensuring timely reactions. On the other hand, 

this speed can come at the cost of precision, leading to potential errors in judgment. Recognizing this 

delicate balance is essential, as it shapes the foundation of human cognitive architecture (M'Manga, 

2020). 

Understanding the dynamics of heuristics and cognitive biases has practical implications. By 

delving deeper into these cognitive processes, individuals and institutions can strategize to harness the 

benefits of heuristics while minimizing the pitfalls of biases (Adebayo, 2022; Dror, 2020). Creating a 

decision-making strategy involves cultivating an environment where intuitive, heuristic-driven thinking 

coexists harmoniously with analytical and deliberate reasoning. By achieving this equilibrium, 

organizations can foster a culture of informed decision-making, ensuring they are better equipped to 

navigate the complexities of our information-dense world (Arellano et al., 2023). The journey to 

understand and leverage heuristics while being wary of biases is a testament to the human endeavor to 

optimize cognition in an ever-evolving landscape. 

Cyber Supply Chain Risk Management 

Supply chain risk management (SCRM) is crucial in ensuring the security and resilience of 

organizations, as it helps to identify, assess, and mitigate risks associated with the supply chain. The 

growing interconnectivity and complexity of supply chains make SCRM a critical component in protecting 

against various threats, including cyber-attacks, natural disasters, and human errors (National 

Counterintelligence and Security Center, 2020). According to CISA, SCRM helps organizations maintain the 

confidentiality, integrity, and availability of their systems and information and ensures the continuity of 

operations (Cybersecurity and Infrastructure Security Agency & National Institute of Standards and 
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Technology, 2021). Effective SCRM practices also help organizations make informed decisions, reduce 

costs associated with supply chain disruptions, and enhance their overall security posture. 

Cyber Supply Chain Risk Management (C-SCRM) is critical in managing a supply chain's security, 

resilience, and integrity, which is often multifaceted and interconnected (Exec. Order No. 14017, 2021). 

The cyber supply chain refers to the ecosystem of organizations, people, activities, information, and 

resources in creating and delivering digital products and services (National Counterintelligence and 

Security Center, 2020). The supply chain elements include software developers, hardware manufacturers, 

and service providers (National Counterintelligence and Security Center, 2020). C-SCRM seeks to assess 

and mitigate the vulnerabilities and threats across the supply chain that could impact the confidentiality, 

integrity, and availability of information and information systems. The risk management process involves 

identifying the various entities in the supply chain, understanding the flow of information and resources, 

and assessing the risks associated with each entity and their interconnections. 

One fundamental aspect of C-SCRM is identifying risks arising from dependencies and 

vulnerabilities within the supply chain, such as those due to the integration of insecure components or 

services or from suppliers with inadequate security practices (Melnyk et al., 2022). After identifying such 

risks, organizations must employ strategies to manage and mitigate them. Strategies can involve 

implementing security controls, enhancing contractual clauses and procurement processes, and 

continuously monitoring the security posture of suppliers (Elangovan, 2019). C-SCRM is particularly crucial 

as supply chains become more global and interconnected and as reliance on third-party products and 

services increases (Latif et al., 2021). A compromise in any part of the supply chain can have cascading 

effects, impacting numerous entities up and down the supply chain. For instance, a vulnerability in a 

software component can affect all products and services that utilize that component, potentially leading 

to widespread data breaches, system outages, or other adverse impacts (Wolff et al., 2021). Effective 

cyber supply chain risk management requires a holistic and proactive approach, combining organizational 

processes, technology solutions, and human factors. It necessitates collaboration, information sharing 

among supply chain entities, and a shared responsibility for managing risks. 

Gaps in the Literature 

Most research on decision-making, particularly risk-based decision-making, was centered on 

industries other than cybersecurity. The lack of focus was a significant oversight, especially considering 

the increasing importance of cybersecurity in today's digital age. While finance, healthcare, and 

manufacturing industries have been studied in risk assessment and decision-making processes, 

cybersecurity remains relatively underexplored (Goel et al., 2020; Kahneman et al., 2021; Reed, 2020). 

The gap in research was particularly glaring given the unique challenges posed by cybersecurity threats, 

which often differ in nature and complexity from risks in other sectors (Singh et al., 2023). 

As the digital landscape continues to evolve, so does the nature of threats and vulnerabilities. 

Cybersecurity is not just an IT concern but a strategic imperative for organizations across all sectors (Snow, 

2020). My field and concentration are squarely focused on understanding the nuances of decision-making 

processes in cybersecurity. By not adequately addressing this area, the literature failed to provide insights 

directly applicable to one of the most pressing challenges of our time. 

When the literature touched on cybersecurity risk decision-making, it predominantly zeroed in on 

internal, first-party decisions or the organization's role within the supply chain (Cheung et al., 2021; 
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Colicchia et al., 2019; Melnyk et al., 2022; Sawik, 2022). The narrow scope of the literature overlooked the 

broader ecosystem in which organizations operate. In today's interconnected world, an organization's 

cybersecurity posture is influenced by more than internal decisions. It is also influenced by the decisions 

of its partners, suppliers, and even customers. 

While there was some acknowledgment of the importance of supply chain risk in the context of 

cybersecurity, most research stops at merely establishing its significance (Cheung et al., 2021; Colicchia et 

al., 2019; Melnyk et al., 2022; Sawik, 2022). Recent breaches have underscored the need for a deeper dive 

into this area, yet the literature largely remains on the surface (Eggers, 2021; Wolff et al., 2021). There 

was a pressing need for comprehensive studies highlighting the importance of supply chain risk and 

providing actionable insights and frameworks for addressing it (Boyson et al., 2021). 

Of the gaps identified, the most significant was the superficial treatment of supply chain risk. 

Addressing this gap was crucial because supply chain vulnerabilities can serve as entry points for cyber 

adversaries, potentially compromising one organization and several entities linked through the supply 

chain. By delving deeper into supply chain risk, we can better understand the intricacies of this challenge 

and develop more robust strategies to address it (Colicchia et al., 2019; Melnyk et al., 2022). A more 

thorough understanding enhances the cybersecurity posture of individual organizations and strengthens 

the broader business ecosystem. Addressing this gap informed the problem by providing organizations 

with the tools and knowledge to safeguard themselves and, by extension, their partners from cyber 

threats. 

Methodology, Design, and Methods 

Conceptually, the research focused on cyber-risk decision-making. It explored the divergence 

between the theoretical underpinnings of decision-making and the practical manifestation that 

demotions often influence decision-making. By identifying the most common cognitive biases in cyber-

risk assessments, the research aimed to provide actionable insights to organizations, enabling more 

effective risk management strategies for vendor selection and cybersecurity in general. 

Research Methodology and Design 

For the past three decades, quantitative research methods have been the general research 

approach (Hitchcox, 2020). However, much of the contemporary research conducted in the cybersecurity 

industry is exploratory and nascent (Hitchcox, 2020). Additionally, the primary objective of qualitative 

research is to understand the experiences of an individual, which is the central goal of the proposed 

research question. Lastly, a qualitative methodology illuminates the rationale of human decision-making 

and perceptions (Hitchcox, 2020). 

Most cyber risk management models are labeled quantitative. However, upon further 

examination, the models are found to be, in reality, qualitative (Snow, 2020). The rationale for the 

conclusion that most cybersecurity risk management models are qualitative is that even quantitative 

models depend on human interaction (Hitchcox, 2020). Human interaction, by definition, also involves 

judgment and decision-making (Hitchcox, 2020). The study examined specific decisions by extending the 

existing decision-making theory. Study participants' responses to the questions of motivation and 

rationale for their decisions provided clues as to which bias or heuristics were most prevalent. 
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In addition, the interpretive paradigm emphasizes the role of context in shaping human behavior 

and decision-making (Kadyschuk, 2023). Establishing context is particularly relevant in studying cognitive 

biases and risk-based decision-making, as situational factors and social context influence these 

phenomena. The interpretive paradigm encourages researchers to examine the social and cultural factors 

that shape decision-making processes and to consider the subjective experiences and interpretations of 

individuals involved in these processes. 

Population 

According to the ISC2 (2023), the number of cybersecurity professionals in the global workforce 

was estimated at 5.5 million, with 1.5 million in the US. A search of people on LinkedIn using the term 

"cybersecurity" and limiting the location to the United States, resulted in a total population of about 

586,000 people. The target population was also highly specialized and not identifiable based on job titles 

or basic demographic information. Specific criteria were outlined for the solicitation of study participants. 

The requirements included a statement that the individual should have experience with cybersecurity risk 

assessment of third parties and not be at a Chief Information Security Officer (CISO) or equivalent level. 

Because of the varied structure of vendor risk management teams at organizations, there was no 

expectation or criteria requiring a threshold percentage of current job responsibilities related to 

cybersecurity risk assessment of third parties. 

Sample 

The qualitative design of the study, along with the target population's specialized characteristics, 

justified using a non-probability purposive sample as both acceptable and appropriate (Bamberger & 

Mabry, 2020). Employing this method, I ensured that the participants selected were likely to provide rich, 

relevant, and insightful data crucial for the depth and validity required by qualitative research. The 

selection approach allowed for a focused study, delving deeply into the experiences and perspectives of 

a targeted group, which was essential for the nuanced understanding of the specific phenomenon under 

investigation. The sampling method was particularly fitting for studies exploring a phenomenon within a 

specific group (Bamberger & Mabry, 2020). The estimated sample size was expected to be between 8 and 

10 participants (Hennink & Kaiser, 2022). 

Findings 

The qualitative research interviews presented three vendor scenarios and the same three 

questions for each scenario. The specific scenarios presented to study participants have been included in 

the Appendix . Each interview lasted approximately 20 minutes. All participants were recruited using 

LinkedIn, and all interviews were conducted using Zoom. 

The scenarios and follow-up questions were presented in the same order, and the wording was 

not modified for participants. After each scenario, participants were asked how they would rate the risk 

of engaging with the vendor described. The participants were then asked to explain their rationale for 

evaluating the vendor's risk. Lastly, the participants were asked how confident they were in the rating 

they provided. 

Table 2 documents the key codes utilized in the analysis, providing clear definitions and 

explanations. The documentation acts as a reference guide, much like a dictionary, ensuring that 

researchers have a shared understanding of how to categorize and interpret data consistently. It 
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establishes a common language for data analysis, making it easier for future researchers to follow the 

same coding process and maintain the integrity of the research. 

 

Table 1 

Theme Frequencies 

Theme Description Number of 
Interviews 

Present 

Frequency 

Major Theme 1: 
Data-driven 

Decision-Making 

Process of making choices or judgments based on 
factual information, statistical analysis, and 

empirical evidence, prioritizing data over 
intuition or subjective opinions (Korteling & Toet, 

2022). 6 18 

Major Theme 2: 
Authority Bias 

There is a tendency to lend greater weight or 
credibility to the opinions, advice, or decisions of 

authoritative figures, experts, or authorities, 
often without critical evaluation (Korteling & 

Toet, 2022). 9 18 

Major Theme 3: 
Ambiguity Bias 

Occurs when individuals tend to avoid or have a 
discomfort with situations or information that is 

uncertain, unclear, or lacks well-defined 
parameters, often leading to conservative choices 

(Korteling & Toet, 2022). 7 17 

Major Theme 4: 
Bandwagon Effect 

A cognitive bias where individuals tend to adopt 
certain behaviors, opinions, or beliefs because 

they perceive that a majority of others are doing 
the same, often driven by social pressure 

(Korteling & Toet, 2022). 5 9 

Major Theme 5: 
Familiarity Bias 

A cognitive bias that leads people to prefer 
things, concepts, or individuals they are familiar 
with, even if there is no objective basis for the 

preference, potentially overlooking better 
options (Korteling & Toet, 2022). 5 6 

Major Theme 6: 
Anti-Innovation Bias 

A reluctance or resistance to embrace new ideas, 
technologies, or changes, favoring the status quo 

or established practices, which can hinder 
innovation and progress (Korteling & Toet, 2022). 4 5 

Less Frequent Biases 
These themes comprise a frequency of less than 5. They are essential to the study in 

aggregate and in context with the more frequent biases. 

 

The study findings are best interpreted by focusing on the major themes and connecting the 

findings to the research question and the broader context of the study. The study results highlighted the 

dominance of authority bias, showing a strong inclination to rely on external certifications and 

authoritative assessments in decision-making. The study results also revealed an ambiguity paradox, with 

professionals preferring clear, detailed information in a field inherently marked by uncertainty. 
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Major Theme 1: Data-Driven Decision-Making (Frequency: 18) 

The study results indicated that cybersecurity risk management professionals tend to become 

more biased as they gain experience evaluating third-party vendors. The progression of bias can be 

attributed to the increased reliance on intuitive judgments and past experiences, a hallmark of System 1 

thinking (Cox, 2023). With experience, professionals might develop a sense of overconfidence in their 

ability to evaluate vendors based on gut feelings or familiarity (Cains et al., 2022). Overconfidence can 

lead to a reduced emphasis on analytical and methodical evaluation, typically associated with System 2 

thinking (Cox, 2023). As a result, experienced professionals might overlook new or subtle risks vendors 

present, assuming that their past experiences are sufficient for accurate assessments. 

The emphasis on data-driven decision-making exhibited by the more inexperienced study 

participants reflected a less heuristic approach to risk assessment. These professionals had not yet 

established mental shortcuts or routines that allowed for shortcutting the assessment process 

(Gigerenzer, 2023). As a result, they took a more academic approach to evaluating the sensitivity of shared 

data, compliance with industry regulations, and the vendor's data handling practices. This approach lets 

organizations objectively measure and compare the risks associated with different vendors, facilitating 

more informed decision-making. 

As cybersecurity professionals accumulate experience, there was an observable shift towards 

more intuitive, heuristic-based decision-making (Cains et al., 2022; Dror, 2020; White, 2023). Such reliance 

on heuristics can lead to systematic errors in judgment, as these shortcuts are often influenced more by 

personal experiences and less by factual, unbiased analysis (Cains et al., 2022). A shift toward more 

heuristic thinking also results in an increased reliance on System 1 thinking, characterized by fast, 

automatic responses, at the expense of the slower, more deliberate System 2 thinking (Cox, 2023). The 

change in cognitive processing leads to a higher propensity for biased evaluations, as professionals lean 

more on their internal biases and less on objective, analytical assessments of third-party vendor analysis 

(Cains et al., 2022). The experience trend underscores the need for continuous training and awareness of 

cognitive biases, even among seasoned professionals, to ensure robust and unbiased cybersecurity risk 

assessments. 

Major Theme 2: Authority Bias (Frequency: 18) 

Authority bias in the fictitious scenarios used in the study manifested as deference to external 

validations, such as industry certifications or endorsements from trusted authorities. A reliance on 

authority can streamline the decision-making process by allowing the assessor to use these certifications 

as shortcuts to establish trustworthiness without conducting in-depth analyses for every vendor (Korteling 

& Toet, 2022). However, this bias may also lead to overreliance on such credentials, potentially 

overlooking other critical risk factors not covered by certifications. It suggests that while certifications are 

valuable, they should not be the sole criterion for vendor selection, emphasizing the importance of a 

holistic risk assessment approach. 

In the context of third-party risk assessment, overreliance on external audits and certifications 

can present significant risks. The Payment Card Industry Data Security Standard (PCI-DSS) is an 

international information security standard that aims to protect credit card data and sensitive 

authentication data and reduce credit card fraud (Lincke, 2024). It applies to all organizations that process 

credit card data, especially those in the heavily regulated finance industry. SOC2 Type 2 reports 
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comprehensively evaluate a company's data management practices over time, focusing on security, 

availability, processing integrity, confidentiality, and privacy (Sabillon, 2022). However, they reflect the 

company's controls during the audit period and do not guarantee future compliance or effectiveness. 

ISO27001 certification assesses the establishment and maintenance of an information security 

management system. ISO27001 emphasizes procedural correctness rather than the effectiveness of these 

processes in real-world scenarios (Sabillon, 2022). 

The downside of authority bias lies in its potential to stifle critical examination (Einhorn, 2023). 

Organizations might overlook emerging vendors who offer innovative solutions but lack the established 

credentials of their more established counterparts. The discounting of certain vendors could result in 

missed opportunities for adopting more effective or efficient technologies (Einhorn, 2023). Balancing 

respect for authoritative endorsements with critically analyzing all relevant risk factors is crucial for 

making well-rounded vendor selection decisions. 

An overreliance on audits and certifications can create a deceptive sense of security. These 

assessments, while valuable, are snapshots in time and do not continuously account for emerging security 

challenges. Furthermore, they cannot guarantee that their evaluation controls will remain effective 

beyond the evaluation period (Culot et al., 2021). A lack of assurance can lead to vulnerabilities that 

malicious actors may exploit. Therefore, it is crucial to maintain ongoing vigilance and adaptation in third-

party risk management. A robust approach ensures that security measures evolve with the threat 

landscape, protecting what periodic assessments offer. 

Major Theme 3: Ambiguity Bias (Frequency: 17) 

The study revealed a notable paradox in the approach to decision-making. Cybersecurity 

professionals demonstrated a strong dislike for ambiguity, preferring scenarios with clear and detailed 

information. The preference for clarity was evident in participants' responses to the ambiguous elements 

of the scenarios in the study. Participants tended to assess vendors as having a higher risk due to the lack 

of detailed information. Considering the inherent ambiguity in cybersecurity, an overwhelming desire for 

clarity was particularly paradoxical. 

The paradox lies in the fact that while cybersecurity professionals seek to minimize uncertainty in 

their assessments and strategies, they operate in a field where uncertainty is a constant (Singh et al., 

2023). Cybersecurity demands high adaptability and a tolerance for ambiguity, traits that might not come 

naturally to those who prefer clear and structured information. Cybersecurity professionals' aversion to 

ambiguity could limit their effectiveness in a field requiring flexibility and navigating unknowns (Zhang et 

al., 2022). 

The ambiguity paradox highlighted a broader challenge in cybersecurity risk management: the 

need to balance the desire for data-driven, certain decisions with the practical realities of an ever-

changing threat landscape (Santini et al., 2019). The paradox becomes even more pronounced when 

assessing third-party vendors. In these situations, control and transparency are often more limited, 

exacerbating the challenges for cybersecurity professionals (Sawik, 2022). Risk Assessors must rely on 

vendor assurances, external audits, and certifications, which may not fully align with their desire for clear, 

detailed information about security practices and risk exposures. The ambiguity paradox suggests that 

cybersecurity professionals may need to develop strategies and tools to manage ambiguity better, 

developing an ability to respond to unforeseen threats and adapt to new information (Mitchell, 2022). 
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Major Theme 4: Bandwagon Bias (Frequency: 9) 

Bandwagon bias demonstrated how the popularity of a vendor within an industry or peer group 

can influence decision-making, sometimes leading organizations to choose vendors based more on their 

widespread acceptance rather than an independent assessment of their suitability. Reliance on the mass 

use of a vendor can create a sense of security in numbers, as decision-makers assume that the collective 

wisdom of their peers equates to a safe choice. However, bandwagon bias may discourage critical 

evaluation and the consideration of less popular, albeit potentially more suitable, alternatives (Korteling 

et al., 2023). 

In the first scenario, the emphasis on the vendor's previous experience with similar large-scale 

organizations, as highlighted by Participant 003, reflected a tendency to trust a vendor more if it has 

serviced other entities, suggesting that the vendor's worth was measured by its association with other 

successful companies. The second scenario further reinforced the trust of vendors, where Participant 003 

and Participant 006 commended the vendor for managing large transactions and having an established 

reputation, indicating a predisposition to equate past successes with future reliability. The mention by 

Participant 006 about the importance of understanding the risks associated with a widely used vendor 

underscored a herd mentality, where the vendor's popularity among competitors is seen as a hallmark of 

reliability despite potential risks. Participant 008's concern about competitors leveraging predictive 

analytics and Participant 009's note on a competitor's successful use of the vendor during losses suggested 

that the decision-making was influenced by competitors' actions rather than an independent assessment 

of the vendor's capabilities. Lastly, Participant 010's commendation of the vendor for its strong customer 

base and seamless processing, despite regulatory challenges, showcased a reliance on the vendor's 

market presence as a proxy for quality and reliability, further evidencing how bandwagon bias can shape 

perceptions and decisions in business contexts. 

As previously discussed, the risk with bandwagon bias is the potential for a 'herd mentality,' where 

decisions are made based on trends rather than tailored analysis of an organization's specific needs (Huo 

et al., 2020). While following industry trends can provide valuable insights, organizations must remain 

vigilant in independently assessing each vendor's risks and benefits. Diversifying sources of information 

and encouraging a culture of skepticism can help counteract the bandwagon effect, ensuring that 

decisions are made based on a comprehensive understanding of available options (Huo et al., 2020). 

Major Theme 5: Familiarity Bias (Frequency: 6) 

Familiarity bias, also known as the mere exposure effect, is a cognitive bias where individuals tend 

to develop a preference for things simply because they are familiar with them (Korteling & Toet, 2022). 

People often focus on information they are already familiar with when making decisions, which can lead 

to irrational decision-making. Familiarity bias arises from cognitive ease, where familiar options are 

processed more easily and appear more appealing (Berthet, 2021). A bias towards the familiar can simplify 

decision-making and minimize perceived risk, as there is a track record of performance to refer to. 

However, it may also hinder the evaluation of new vendors who could offer more innovative or cost-

effective solutions (Korteling & Toet, 2022). 

In Scenario 2, the manifestation of familiarity bias was evident as participants strongly preferred 

an established service provider with whom their organization had a long-standing and reliable 

partnership. The preference for an established service provider was highlighted by Participant 001's 
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acknowledgment of the perceived risk but still favoring the provider due to over a decade of reliable 

partnership. Similarly, Participant 006 valued the vendor's experience handling large transactions, 

reinforcing the trust in the provider's capabilities. Participants 007 and 008 further emphasized the 

significance of a trusted relationship, with Participant 008 specifically naming PaySphere as a reliable 

partner for over a decade. Scenario 2 demonstrated how familiarity bias influences decision-making, 

where the comfort and trust built from a prolonged partnership outweighed potential risks or 

considerations of alternative options. 

Familiarity bias can lead to a reluctance to switch vendors, even when it might be in an 

organization's best interest to do so (Sumera & Reddy, 2020). It underscores the importance of 

maintaining an open-minded approach to vendor selection, where past experiences inform but do not 

dictate future decisions. Encouraging periodic reviews of vendor relationships and market offerings can 

help mitigate the impact of familiarity bias, ensuring that organizations are always aligned with the best 

available options (Sumera & Reddy, 2020). 

Major Theme 6: Anti-Innovation Bias (Frequency: 5) 

Anti-innovation bias reflects a cautious approach to adopting new technologies, where the 

perceived risks of innovation outweigh the potential benefits or where ambiguity is overwhelming 

(Korteling & Toet, 2022). The more that is unknown about an innovation, the more bias there is against it. 

Skepticism towards innovation can be prudent, helping to avoid untested technologies that may not 

provide secure or reliable solutions (Vereschak et al., 2021). However, it can also prevent organizations 

from gaining a competitive edge through early adoption of breakthrough technologies. 

In Scenario 3, participants' diverse perspectives on artificial intelligence (AI) illustrated the 

complex nature of anti-innovation bias. Participant 002 highlighted a mixed bias towards AI, indicating 

skepticism and optimism. Participant 004 pointed out AI's cutting-edge status and acknowledged a 

general lack of understanding about its intricacies, suggesting a barrier to acceptance due to unfamiliarity. 

Concerns about security in a Software as a Service (SaaS) context and the need for cautious 

implementation were raised by Participant 005, emphasizing the perceived risks associated with adopting 

new technologies. Additionally, Participant 007's lack of confidence in AI vendors' reliability underscored 

a mistrust in the stability and dependability of emerging innovations. These viewpoints reflected a 

multifaceted anti-innovation bias rooted in skepticism, fear of the unknown, security concerns, and 

mistrust towards new technological advancements. 

Overcoming anti-innovation bias requires a balanced approach that recognizes the value of 

innovation while acknowledging its risks (Enders et al., 2020). Organizations can foster an environment 

that encourages the exploration of new technologies within a framework of rigorous risk assessment. By 

conducting pilot projects or phased rollouts for innovative solutions, organizations can assess their impact 

and integration challenges in a controlled manner (Enders et al., 2020). Pilots and proofs of concept allow 

for the careful evaluation of the benefits of new technology while considering the potential risks, thus 

enabling a more informed approach to innovation. 

Less Frequent Biases 

The present study of cognitive biases in cybersecurity risk decision-making uncovered a nuanced 

landscape where even biases that occur less frequently when aggregated significantly influence 

outcomes. Despite these biases appearing less frequently than previously, their cumulative effect became 
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evident through the analysis of participant responses. The accumulation of biases highlighted the 

complexity and subtlety of how cognitive bias impacts risk assessment and decision-making processes. 

In the study results, anchoring bias was less common when examined independently. However, a 

few participants expressed that they relied on the information presented in the scenario to make 

judgments, revealing anchoring bias's subtle yet significant influence. Moreover, anecdotal evidence bias 

emerged as another factor, with participants shaping their risk assessments based on the experiences of 

others rather than an objective review of the scenario. The Peltzman Effect, although less frequently 

observed, demonstrated how perceived safety measures could unconsciously lead assessors to justify 

riskier behaviors, further complicating accurate risk assessment. 

Lastly, the self-serving bias, overgeneralization, conjunction bias, and pricing bias, though not as 

frequent as other biases in this study, contributed to a complex fabric of decision-making rationale that 

became notable when aggregated. For example, the tendency to want to avoid being viewed as 

responsible for a data breach (self-serving bias) or to make generalizations based on a single piece of 

information (overgeneralization and conjunction bias) showcases how these biases, though individually 

infrequent, collectively led to subjective risk assessments. Pricing bias further complicated the landscape, 

with a participant explaining that they leveraged cost concerns as a primary rationale for their assessment. 

Aggregating these less frequent biases underscored a critical insight into cybersecurity risk 

decision-making: the collective impact of biases, even sporadically, can significantly distort risk 

assessments and decisions. Recognizing the compounding nature of cognitive bias highlights the 

importance of comprehensive strategies to mitigate the influence of biases. By acknowledging and 

addressing the cumulative effect of both major and less frequent biases, organizations can foster more 

informed, rational, and effective cybersecurity risk management practices (Arellano et al., 2023). Self-

awareness and mitigation of bias enhance the accuracy of risk assessments and strengthen the overall 

decision-making framework by ensuring that even the subtlest biases are recognized and countered, 

leading to more robust and resilient cybersecurity strategies. 

Practice Implications of Study Findings 

Expanding on the themes in this study reveals a nuanced landscape of decision-making in vendor 

risk assessment. While data-driven decision-making provides a solid foundation for objective analysis, the 

influence of psychological biases illustrates the complexity of human judgment in corporate 

environments. Leveraging structured processes, continuous education, and a culture that values security 

and innovation can help organizations make more informed, balanced decisions. An objective, repeatable 

approach enhances risk management practices and supports strategic agility in navigating the evolving 

vendor landscape. 

Implication 1 

The current research study's assertion that cognitive bias precipitates suboptimal decision-making 

was the cornerstone. A cognitive bias essentially signifies a systematic pattern of deviation from norm or 

rationality in judgment, where individuals create their own "subjective reality" from their perception 

(Korteling et al., 2023). Examining these biases was crucial as they can obfuscate the factual assessment 

of risks and, thus, lead to misguided decisions (Arellano et al., 2023). Through thorough analysis, the study 

worked to unearth how cognitive biases affect the decision-making processes inherent in third-party risk 
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management. The current research study was a step toward developing more robust risk management 

strategies. 

Implication 2 

The quest to understand and mitigate the detrimental effects of cognitive biases is not a mere 

academic exercise but a necessity for fostering a more secure digital supply chain ecosystem. The study 

aimed to create a nexus between cognitive science and cyber supply chain risk management. Leveraging 

and enhancing the current research will naturally yield a more holistic understanding of the challenges. 

The outcome will be a more secure, resilient, and efficient digital supply chain. By bridging the gap 

between these domains, the study created a robust foundation for future research and practical initiatives 

to enhance the security and efficiency of digital supply chains amidst an ever-evolving cyber threat 

landscape. 

The research revealed the most prevalent cognitive biases in assessing third-party vendor 

cybersecurity risk. Identifying and acknowledging the role of these biases in decision-making helps 

improve cyber risk professionals. With the most prevalent biases identified, cyber risk professionals can 

consciously change how they evaluate threats and dangers. A change in approach and understanding will 

make assessing risks more effective and accurate. The results from this study can also be transferred to 

other areas of cyber risk beyond third-party risk management. The transferability can improve all areas of 

risk evaluation. 

Implication 3 

One of the practical benefits of addressing the cognitive biases in third-party risk assessment is 

the potential to improve the well-being and performance of the cybersecurity professionals themselves. 

A more objective and consistent process of evaluating vendors will reduce the cognitive load and 

emotional stress often accompanying heuristic-based judgments (Dror, 2020). It will also promote a more 

collaborative and equitable work environment, where the opinions and expertise of different team 

members are valued and respected rather than being overshadowed by a few dominant or experienced 

voices (Cox, 2023). Furthermore, it will enhance the quality and reliability of the assessment ratings, as 

they will be less prone to unwanted variation and subjective interpretation (Cains et al., 2022). These 

improvements will benefit cybersecurity professionals, organizations, and stakeholders that rely on their 

assessments. 

Recommendations for Further Research 

There are several areas of research that I would like to explore, as well as ample areas of research 

for others to build on. First, as mentioned earlier, it would be illuminating to investigate the extent to 

which CISOs and CISO equivalents can mitigate the biases of those who report to them. At the same time, 

it would be interesting to see what biases these senior leaders introduce because of the heuristics they 

leverage as busy executives. Based on the impact of the experience of the study participants on the 

current study, I would be curious to explore what previously unexhibited cognitive biases are displayed 

by leaders who are the most heuristically driven in an organization. 

Another recommendation for future research is to add more vendor risk scenarios and randomize 

the order in which the scenarios are presented to study participants. The benefit of adding more scenarios 

would be more opportunities to exhibit cognitive biases, allowing for validation that the participant favors 
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a specific bias. Randomizing the order of the scenarios will also allow for examining the role that anchoring 

and framing play in risk assessments. Glimmers of anchoring and framing were seen in the current study. 

A more deliberate examination of these concepts would be a worthy endeavor. 

The emergence of advanced technologies, including artificial intelligence, presents a promising 

enhancement for unraveling the complex interplay of biases and heuristics. Researchers can explore how 

these cognitive phenomena manifest and interact in real-world scenarios through data analytics and 

cognitive modeling. Furthermore, technology can serve as a tool for individuals and organizations to 

identify and mitigate biases and irrational heuristics, fostering a culture of rational decision-making. As 

technological advancements continue, the potential to address the biases and heuristics in human 

cognition increases, paving the way for more rational and data-driven decision-making. 

Lastly, a study leveraging a quantitative methodology would allow future researchers to examine 

the most prevalent cognitive biases and the intensity of the impact created by the biases. A more 

statistical approach would provide a more detailed and nuanced understanding of the role of cognitive 

biases in third-party risk assessment. By quantifying the impact of these biases, researchers could develop 

more targeted and effective interventions to mitigate their effects. A quantitative methodology would 

also allow statistical analysis to identify patterns and relationships between different variables, providing 

a more robust and comprehensive understanding of the factors influencing third-party risk assessment. 

Conclusion 

The study's qualitative nature, focusing on interviews and thematic analysis, identified key biases 

such as authority bias, ambiguity aversion, and experience-induced bias. These biases affect the accuracy 

and reliability of risk assessments by leading professionals to over-rely on external certifications, avoid 

ambiguous information, and rely too heavily on past experiences. The findings suggested that these 

cognitive biases impact the effectiveness of cybersecurity risk management. The study emphasized the 

importance of addressing these biases to improve decision-making processes, suggesting that more 

objective and consistent evaluation methods could enhance the cybersecurity field's effectiveness and 

resilience. 

The study underlined the need for a deeper investigation into how senior executives can actively 

counteract cognitive biases in cybersecurity risk assessments. It suggested that understanding the 

influence of leadership could unveil strategies to foster a more objective decision-making environment. 

Additionally, by exploring a broader array of risk scenarios, researchers can identify how biases manifest 

across different contexts, potentially uncovering industry-specific vulnerabilities. The adoption of 

quantitative methods is also recommended to accurately measure the impact of these biases, providing 

a more empirical foundation for developing interventions. Such research could pave the way for more 

robust risk management frameworks, enhancing the cybersecurity domain's capacity to deal with the 

evolving landscape of third-party vendor risks. 

In cybersecurity, recognizing and mitigating cognitive biases in risk assessment is crucial for 

ensuring thorough and accurate evaluations. A proactive approach reduces vulnerabilities and 

strengthens digital supply chain security by promoting a culture of critical analysis and skepticism toward 

potentially biased judgments. For cybersecurity professionals, it involves adopting structured decision-

making strategies that explicitly account for these biases, such as implementing checklists, conducting 
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peer reviews, and utilizing decision-support tools. These measures help foster an environment where 

decisions are made based on data and objective analysis rather than intuition or flawed heuristics. By 

systematically addressing cognitive biases, organizations can improve their resilience against cyber 

threats, enhancing their ability to protect sensitive data and maintain trust in an increasingly 

interconnected digital ecosystem. 
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Appendix 

Scenario 1: CollaboraSync is a Software as a Service (SaaS) based collaboration tool vendor renowned for 
its state-of-the-art real-time document editing and project management capabilities. The CIO has been 
friends with the founder for many years and has previously served in an advisory role with 
CollaboraSync. The tool allows employees to work together seamlessly, regardless of location. The 
organization wants to use CollaboraSync to streamline communications and project workflows among 
its diverse and dispersed workforce. The data shared with CollaboraSync would include employee 
communications, project documents, schedules, and technical information about products and services. 
CollaboraSync has become an integral part of a similar organization’s operations, making real-time 
collaboration possible and ensuring projects stay on track. CollaboraSync's tool was pivotal in managing 
a crucial project that significantly outpaced the expected timelines, setting a new standard in 
operational efficiency within a similar organization. 
 
Scenario 2: PaySphere is a third-party payment processor facilitating seamless transactions between 
organizations and customers. With a robust anti-fraud system, PaySphere processes payments securely 
while ensuring compliance with financial regulations. The organization is looking to use PaySphere to 
handle all customer transactions, which include processing credit card payments, managing 
subscriptions, and handling refunds. The data shared with PaySphere encompasses customer financial 
information, transaction histories, and billing addresses. The vendor maintains PCI-DSS compliance and 
has provided a certificate to validate the certification. PaySphere has been a reliable partner for the 
organization for over a decade, handling millions of transactions amounting to over $200 million in 
processed payments. This long-term relationship has built a strong trust and familiarity, with PaySphere 
often going the extra mile to customize its solutions to meet the organization’s evolving needs. 
 
Scenario 3: InsightAI is a cutting-edge AI tool vendor specializing in predictive analytics and machine 
learning solutions. The tool analyses vast amounts of data to generate insights that aid decision-making 
and planning. The CEO and several Executives believe InsightAI can help scrutinize market trends and 
consumer behavior, enabling more precise targeting in its marketing efforts. The data shared with 
InsightAI includes sales figures, customer feedback, and market research data. One notable use case was 
when a competitor organization leveraged InsightAI’s predictive analytics to forecast a sudden market 
shift, allowing them to adapt their strategy promptly. The action led to retaining and growing their 
market share when competitors faced significant losses. InsightAI’s tool was praised for its accuracy and 
the competitive advantage it provided, creating a strong endorsement for its capabilities within the 
organization. 
 


